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ABSTRACT 
 

Moving object detection is the task of identifying the physical movement of an object in a given region or area. Over 

last few years, moving object detection has received much of attraction due to its wide range of applications like 

video surveillance, human motion analysis, robot navigation, event detection, video conferencing, traffic analysis 

and security. In addition, moving object detection is very consequential and efficacious research topic in field of 

computer vision and video processing, since it forms a critical step for many complex processes like video object 

classification and video tracking activity. Consequently, identification of actual shape of moving object from a given 

sequence of video frames becomes pertinent. However, task of detecting actual shape of object in motion becomes 

tricky due to various challenges like dynamic scene changes, illumination variations, presence of shadow, 

camouflage and bootstrapping problem. To reduce the effect of these problems, researchers have proposed number 

of new approaches. This project provides a brief classification of the classical approaches for moving object 

detection. 
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I. INTRODUCTION 

 

A video is a group of basic structural units, such as 

scene, shot and frame associated with audio data. A 

frame is defined as a single picture shot of movie camera, 

led by many successive frames for seamless video. 

Moving object detection is the act of segmenting non-

stationary objects of interest with respect to surrounding 

area or region from a given sequence of video frames. 

Determination of the moving target forms the basic step 

for classification and tracking process of object in 

motion. The main aim of moving object detection and 

tracking activity is to discover foreground moving target 

either in every video frame or at very first appearance of 

moving target in video. In any video analysis activity 

there are three major phases: identification of the 

moving target (object), tracing of identified moving 

object in a given series of video frames and analysis of 

the moving target (object) in order to determine its 

behaviour. Hence, identifying the moving object 

becomes significant step for any analysis process. 

 Moving object detection has become a central topic of 

discussion in field of computer vision due to its wide 

range of applications like video surveillance, monitoring 

of security at airport, law enforcement, video 

compression, automatic target identification, marine 

surveillance and human activity recognition. Several 

methods have been proposed so forth for object 

detection, out of which Background Subtraction, Frame 

differencing, Temporal Differencing and Optical Flow 

are extensively used traditional methods.  

 

Moving object detection has always proved to be 

challenging task due to number of factors like dynamic 

background, illumination variations, and 

misclassification of shadow as object, camouflage and 

bootstrapping problems. 
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II.  LITERATURE SURVEY 
 

From the rigorous review of related work and published 

literature it is observed that many researchers have 

designed different techniques. 

 

Dong et al. presents new approach based on RGB color 

space along with edge ratio that allows determining 

moving object and shadow separately.  It is achieved in 

three consecutive steps. Initially, specific characteristics 

of moving target and shadow are analyzed in three 

dimensional RGB color space. Subsequently, object and 

shadow are differentiated based on the chromaticity and 

brightness distortion of the pixels of current image and 

background image. Ultimately, misclassified object and 

shadow are treated by area and edge ratio of each region. 

Separation of object, shadow and background using 

RGB color space model considering chromaticity and 

brightness ratio model combined with edge ratio model 

for treatment of misclassified object and shadow. 

Moving object and shadow are determined separately.  

Fast enough for utilization in real time analysis. Darker 

shadow areas or moving target having similar color 

information to that of background area will lead to 

failure [1]. 

 

Choi et al. introduces a novel approach for moving 

object identification under fast illumination changing 

condition. The proposed approach is depended on 

chromaticity model and brightness ratio model. The 

main focus of the proposed approach is to eliminate 

false foreground pixels detected by Gaussian mixture 

model under fast illumination variations.  At the outset, 

probability distribution of false foreground pixels is 

determined by chromaticity difference model in order to 

separate pixels as foreground pixels of moving target 

and candidate false foreground pixels. However it is 

possible that candidate false foreground pixel may 

contain moving target pixel because of zero chromaticity 

difference. These pixels are then separated by brightness 

ratio model. As a result of which pixel indicating the 

actual moving target are identified with elimination false 

foreground pixels. Identification of moving target under 

fast illumination variations using Gaussian mixture 

model for object detection and chromaticity and 

brightness ration model for elimination of false 

foreground pixels. Does not require training sequence. 

Automatic adjustment of the parameters. Results 

degrade in complex environment that has piled snow, 

puddles or in specular regions [2]. 

 

Hao et al. presented a fast and robust approach 

originated from combined spatio-temporal background 

and foreground modeling. In order to adapt changes with 

background in each video frame, prior probabilities are 

estimated. Firstly, by making use of kernel density 

estimation; temporal and spatial information are 

obtained for background modeling. Secondly, to develop 

foreground model, Gaussian formulation is used to 

depict the spatial correlation between targets  in motion. 

Lastly, a fusion background frame is produced along 

with proposal of updating rates. Approach for traffic 

surveillance using Bayesian fusion method where in 

kernel density estimation is used for background 

modeling and Gaussian formulation is carried out for 

foreground model. Requires less computational time. 

Works well with rapidly and slowly changing 

background Object's feature identical to that of 

background are abolished [3]. 

 

Gang et al proposed an enhanced version of traditional 

three-frame differential method.  Where in  Canny edge 

detection algorithm is being combined along with three 

frame differential approach to obtain more complete 

information regarding moving object. Firstly, by making 

using of canny edge detector and noise removal 

technique, reasonably clear boundary image of object is 

obtained. Secondly, dilation operation is applied in 

which background points are merged with object. 

Secondly, local boundary connection is applied to gain 

the clarity of boundary of moving object. In final stage 

of the proposed method, black and white connected 

domain area of moving target and background is 

converted into binary form. Enhanced three frame 

differential method combined with canny edge detection 

to gain complete information related to moving target. 

Ghosting effect is eliminated; Algorithm beats the empty 

phenomenon and edge deletion problems of standard 

three-frame differential method. The result is not ideal in 

the environment with strong light and obvious shadow. 

Results degrade for dynamic background [4]. 

 

A novel approach is introduced by Zhang et al. [13] in 

order to deal with dynamic scenes. A combined version 

of five-image difference algorithm and background 

subtraction algorithm is provided to provide complete 

contour of moving object. Proposed approach is mainly 
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divided into three consecutive steps i.e., pre-processing, 

target identification and rectangular contour modeling. 

In very first step video is preprocessed by median filter 

technique for noise removal. Secondly, five frame 

differential technique; an enhanced version of inter-

frame differential technique is applied. Thirdly, 

background subtraction algorithm is applied on the 

actual image sequence and output is achieved using the 

dissimilarity between current video frame and assumed 

background model; which is then followed by 

binarization operation. In last stage, rectangular contour 

model is applied to eliminate cast shadow effect. Five 

frame differential approach combined with background 

subtraction method for detection of target in motion. 

Moving target can be extracted more accurately and 

completely from dynamic scenes. It cannot eliminate 

leaves flutter noise. Cannot identify multiple moving 

targets [5]. 

 

Maddalena et al. proposed a robust algorithm named as 

3dSOBS+ to detect moving object. Approach is based 

on neural background model. Self organizing method is 

used for automatic generation of neural background 

model. Initially, neural background model is built which 

contains n images that are referred as layers and each 

layer consist of weight-vector for corresponding pixel. 

Then forth, neural background model is initialized by 

changing all layers of the model by background model 

estimated using temporal median method. In next stage 

each pixel of the current frame is compared to pixels of 

neural background model; if weight vector of the pixel 

in current frame is close enough to estimated model then 

the pixel is estimated to be foreground pixel else it is 

considered as background pixel. Lastly, model is 

updated by revising best matching weight vector and its 

neighboring weight vector on the basis of weighted 

running average. Moving target is detected by Neural 

background model which is automatically created by 

self organizing method. Works well with dynamic 

backgrounds. Accurately adjust with gradual 

illumination variations, and shadows cast by moving 

objects. Robust against false detections. Accuracy 

cannot be obtained in case of sudden illumination 

variations and reflection [6]. 

 

Bhasker et al. proposed an approach based on Gaussian 

mixture model and blob detection for vehicle 

recognition and tracking.  The proposed work firstly 

separates foreground image pixels from background 

image pixels by learning the background from the 

presumed model, using Gaussian mixture strategy. 

Subsequently, movement of the object is traced within 

the frame by blob detection.  To recognize area of the 

blob and to calculate detected region and its centroid, 

blob detection makes use of contrast in binary image. 

The pixels identified by Gaussian mixture model are 

grouped into disconnected classes through contour 

detection algorithm. The disconnected classes and its 

surrounding contours are tagged as candidate blob. In 

order to reduce false detection, the small candidate blobs 

are removed. The positions of contour blob are 

compared by using k-means clustering that identifies 

centre of clusters to detect vehicles in each region. Some 

morphological operations are applied for elimination of 

noise. The blob analysis puts a rectangular box around 

the potential objects. Finally, the counting of vehicles 

within the baseline is done based on the identified blob 

regions. Vehicle recognition and tracking using 

Gaussian mixture model and blob detection. Vehicle 

counting is done automatically. Robust for low and 

medium traffic. In case of overcrowding and high traffic 

flow situation performance breaks down. To obtain best 

performance significant amount of parameter tuning is 

required [7]. 

 

Wang et al. presented a three step method based on 

temporal information for moving object detection.  

Firstly, based on the continuous symmetry difference of 

the adjacent frames temporal saliency map is generated 

.Secondly, temporal saliency map is binarized and 

candidate areas are obtained by calculating threshold 

using maximum entropy sum method. Most salient point 

are considered as attention seed and based upon obtained 

attention seed, fuzzy approach is performed on saliency 

map to grow attention seeds, until entire contour of the 

moving objects are acquired. Moving Object Detection 

Based on Temporal Information. No prior knowledge of 

the background model is required. Robust to mild 

background motions and camera jitters. No user 

interaction for parameter tuning is required. Efficiently 

deals with the perturbations of the background. Shadow 

is determined along with moving object which may be 

misclassified as object itself [8]. 

 

Moving object detection along with the elimination of 

shadow and changing illumination condition has been 

introduced in by Xiang et al. where in combined 

approach of local intensity ratio and Gaussian mixture 
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model has been proposed. Firstly, in order to eliminate 

shadow pixels of the video are replaced by normalized 

local intensity that allows determining the moving target 

without shadow via Gaussian mixture model. Secondly, 

in order to remove noise and scattered shadow, erosion 

operation is applied. Thirdly, contour enhancement 

method is used to obtain entire contour enhancement of 

moving target.  Lastly, local foreground density and 

counter orientation is used to fill up the holes in the 

obtained moving target. Local intensity ratio model used 

for elimination of shadow followed by Gaussian mixture 

model for moving object detection. Successful moving 

target identification without shadow and changing 

illumination condition. Performance drops significantly 

in case where background is same as foreground and 

foreground is similar to shadow. Cannot accommodate 

with back to back illumination changes like light on/off 

[9]. 

 

III.  METHODOLOGY 

 
 

Figure1. Automatic Fast Moving Object Detection In Video 

Of Surveillance System 

 

First we are taking video which is input to the system. 

Then frame is extracted from video sequence, it is 

assumed that camera is stationary and there is no change 

in background. after that we are taking the difference of 

two frames, frame differencing is applied for detecting 

the existence and position of a moving objects. Each 

extracted sub image is subtracted from the respective 

portion of a ground image to determine the existence of 

an object.  

 

Frame difference method identifies the presence of 

moving object by considering the difference between 

two consecutive frames. The traditional approach makes 

use of image subtraction operator that obtains output 

image by subtracting second image frame from first 

image frame in corresponding consecutive frames. 

Frame differencing method lacks in obtaining the 

complete contour of the object as a result of which 

morphology operations are general used to obtain better 

results. 

 

After that identify the objects which are changing its 

position in a successive frames. We can also define 

position of objects in which it is moving, that is from left 

to right or from up to down and vice versa. 

IV. CONCLUSION 

 
Moving Object Detection is very momentous and 

efficient research field that is powerfully motivated by 

number of applications. The Project is to present an 

outline of established tactics for moving object detection 

and study of recent growth in corresponding theme is 

depicted with the focus on the shortcomings of 

conventional method.  

 

Temporal information based methods like background 

subtraction; frame difference and temporal difference 

were witnessed as chiefly used approaches for 

determination of object in motion for video sequence 

recorded using stationary single camera. During survey 

it was identified that shadow, illumination variation and 

dynamic background are the major problems which are 

worked over since these problems lead to reduction in 

the accuracy of successive steps of analysis process i.e., 

classification and tracking. Abundant of work has been 

done so forth to deal with shadow and illumination 

variation using background subtraction model. Though 

the enhanced work provides better result compared to 

conventional approaches, but require more 

computational time and need additional algorithm to 

deal with complex environment. Improvisation in frame 

difference method allows to obtain entire contour of the 

object with comparatively less computational time than 

background subtraction model but it is vulnerable to 

dynamic changes and yet no well established method 

specific to frame difference for shadow elimination and 

illumination variation is developed. Advancement in 

temporal difference method determines entire contour of 

object with dynamic changes, but still alike frame 

difference method, no particular method for shadow 

purging and changes in lighting conditions for temporal 

difference method was recognized.  
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